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1. Check structure of data to make sure in right class. Fix if necessary.
2. Examine data
   1. Outliers in Y / Outliers in X
      1. plot response and predictors to check for outliers (only with continuous data)
         1. Use dotplot or boxplot
         2. Use identify function in plot to id outliers
      2. If have outliers, decide what to do about them (keep or remove)
   2. Examine zero inflation Y (for count data)
      1. What proportion of response values = zero?
      2. If >25%, may have zero-inflated data. Keep an eye on overdispersion.
   3. Collinearity X: correlation between covariates
      1. Plot each predictor and random effect against each other
         1. As long as at least one is continuous, use ggplot (use facet\_grid for multiple categorical variables) or coplot
         2. Use table for two categorical (ftable for more than 2 categories)
      2. Check Variance Inflation Factor (function = vif())- should be less than 10 which is equal to a pairwise correlation = ca 0.95 (the cutoff VIF is debated, some say 3 or 5).
      3. Check correlation coefficient- should be less than 0.95. Note that correlation and collinearity are not the same: collinearity means linearly related, whereas data with varying amounts of linear relatedness can have the same correlation coefficient. Nevertheless, high absolute correlation coefficients usually indicated high linear relatedness.
      4. If variables are collinear, have choices
         1. drop one, based on biological knowledge. Dropping variables that are redundant is ok, when the choice is supported by subject-matter knowledge.
         2. Combine them (e.g. by averaging two positively correlated measures of the same concept, or by computing principal component scores) is better than dropping.
   4. Linearity and homogeneity - Look at relationships of Y vs X’s:
      1. Determine whether the relationship is linear or not
      2. Plot response against each predictor and random effect.
         1. Use plot or xyplot or ggplot or Myxyplot for two continuous variables
         2. Use boxplot or ggplot or coplot for continuous response and categorical predictor(s)
      3. Determine whether the variance at each X value is homogenous. This is the quick and dirty method- look at residuals below for more rigorous method.
   5. Independence Y
      1. Examine spatial/temporal aspects of sampling design
         1. Is there a pattern across time or space that is not incorporated in the model?
         2. Use Variograms or ACF (autocorrelation function) on the residuals (not the Y’s)
      2. Are there other potential factors that reduce independence of Y’s?
   6. Sufficient data?
      1. Is there sufficient data across all levels? Ideally the study design leads to adequate samples at each level, but ecology is messy.
         1. Use tables or ddply then ggplot to see if data is missing or insufficient for any level
         2. If not….
            1. Make sure adequate sample size for each level.
            2. Consider dropping levels if inadequate #’s, combining levels if it makes biological sense, or simulating to make sure it’s not influencing results.
      2. Examine interactions
         1. Is the quality of the data good enough to include them? (i.e. do we have enough samples for each level of the interaction?)
         2. Use coplot or ggplot to examine interactions
3. Fix up dataframe, if necessary
   1. Remove missing values (NA’s)
   2. Standardize continuous predictors
4. Run model
5. Model validation
   1. Test for overdispersion (if poisson, binomial with proportions, nb)
   2. Look at homogeneity: plot fitted values vs residuals
   3. Look at influential values: Cook
   4. Look at independence:
      1. Plot residuals vs each covariate in the model
      2. Plot residuals vs each covariate not in the model
      3. Common sense
   5. Look at normality: histogram
   6. If model validation checks out continue. If not, adjust model and run again
6. Model interpretation
   1. Graph fitted values
      1. Create grid for covariates
      2. Extract parameters
      3. Calculate fitted values on grid
      4. For confidence intervals for predicted values: Calculate the square root of the diagonal elements of of X \* cov(beta) \* X'
      5. Plot it all
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